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Multiple Linear Regression Excel 2010 Tutorial 
For use when interaction is considered 

 
 
This tutorial combines information on how to obtain regression output for Multiple Regression from Excel 
(when all of the variables interaction is a possibility) and some aspects of understanding what the output is 
telling you.  Most interpretation of the output will be addressed in class.  This tutorial assumes that you have 
been through the Multiple Regression tutorials covering the basics and covering including qualitative variables. 
 
The scenarios for this (and all of the Excel Regression tutorials) are described in the Regression Scenarios Word 
file at:  http://faculty.ung.edu/kmelton/Documents/RegressionScenarios.docx. 
 
The Reg4 Excel file for this tutorial is located at http://faculty.ung.edu/kmelton/Data/Reg4.xlsx.  The Excel file 
for this tutorial contains data on four sheets accessed at the bottom left of the page. Each tab is related to one of 
the scenarios described in the Word document.  [Note:  The data used on the tab labeled “Final” is not the same 
data that was used for the last tab in Simple Linear Regression.] 
 
Recognizing Interaction 
 
In the previous two tutorials on Multiple Regression there was an implied assumption that you could talk about 
the impact of changing the value of one of the independent variables without knowing the value of other 
independent variables in the model (i.e., you could make statements like “holding everything else constant” or 
“while controlling for…”).  Few things in life happen independently of other things.  When you find yourself 
saying, “(paraphrased) The impact of changing X (one predictor variable) depends on the value of another 
predictor variable,” you are suggesting that there is interaction between the two independent variables.  For 
example, suppose you were trying to estimate the time to get to the airport based on time of day and miles to the 
airport.  If someone were to ask “How much longer will it take to get to the airport as my distance from the 
airport increases?” people in large cities would probably agree that the response would be, “That depends on the 
time of day you plan to travel.”  Graphically, this would show up as lines that are not parallel to each other.  In 
the “time to get to the airport” example, the following might represent the relationship between distance and 
time. 
 
 
 
 
 
 
 
 
 
 
Writing Model Statements that Allow for Interaction 
 
Sometimes, interaction is referred to as a cross-product term.  This name for interaction helps us remember how 
to put the term in a regression model.  We form the interaction term as the product of the variables representing 
the main effects.  In our example, miles and time of day represent the main effects. 
 
In the example above, if we limit our model statement to the main effects, we can see that the situation would be 
described by parallel lines: 
 Model statement (with main effects only):  Time = 0 + 1Miles + 2TimeOfDay + .   
       If TimeOfDay is coded as 0 for Mid-day and 1 for Rush Hour, we can see the following: 

miles 

ti
m
e 

Rush hour 

Mid‐day 

During the middle of the day, travel moves at close to speed limit.  
During rush hour, traffic grinds to a snail’s pace – so the expected 
time to travel each mile increases.  Although people travelling a 
short distance may not experience much difference in travel time 
based on the time of day, people with longer distances to travel 
will take considerably longer. 
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 (for travel mid-day): Time = 0 + 1Miles + 2TimeOfDay +    
             = 0 + 1Miles + 2(0) +    
             = 0 + 1Miles +   [a straight line with slope 1] 
 (for rush hour travel): Time = 0 + 1Miles + 2TimeOfDay +  
             = 0 + 1Miles + 2(1) +    
             = (0  + 2) + 1Miles +   [a straight line with slope 1] 
 Both equations plot as a straight line with the same slope (1). 
 
Adding the interaction term (Miles)(TimeOfDay) or M*TOD, for short, gives a new model statement: 
    Model statement (adding interaction):  Time = 0 + 1Miles + 2TimeOfDay + 3M*TOD + . 
       Again if TimeOfDay is coded as 0 for Mid-day and 1 for Rush Hour, we can see the following: 
 (for travel mid-day): Time = 0 + 1Miles + 2TimeOfDay + 3M*TOD +    
             = 0 + 1Miles + 2(0) + 3M*(0) +    
             = 0 + 1Miles  +   [a straight line with slope 1] 
 (for rush hour travel): Time = 0 + 1Miles + 2TimeOfDay + 3M*TOD +  
             = 0 + 1Miles + 2(1) + 3Miles(1) +    
             = (0  + 2) + (1 + 3)Miles +   [a straight line with slope 1+ 3] 
 Both equations plot as a straight line but with different slopes.  If 3 > 0, the slope of the line for rush 

hour travel will be steeper than the line for mid-day travel. 
 
Obtaining the Excel Output 
 
Once we recognize that we need to consider the possibility of interaction in a model, we can start to write the 
model for the scenario.  If the interaction is between two quantitative variables or if the interaction is between a 
quantitative variable and a qualitative variable where there is only one Dummy Variable needed, writing the 
model statement is straightforward.  Include the variables that represent the main effects in the model and then 
add an interaction term created as the product of the variables from the main effects.  If there are other predictor 
variables in the theory, be sure to include these also. 
 
Once we have the model statement, we continue with the same steps as in the previous tutorials: 

o Recognize the way Excel wants the data to be displayed in the with the Xs in consecutive columns in 
the spreadsheet 

o Enter (or confirm) data in the needed format  (This will include creating a column of data for the 
interaction variable) 

o Use the Regression procedure in the Data Analysis Tools to obtain output 
o Clean up the output 
o Move on to the hard part…understanding what the output tells you 

 
 
Example 1 (Interaction between two quantitative variables): 
Case 1:  Using the predicting sales example, consider the analysis that would be needed to address the following 
theory/question:Is the impact of advertising expenses the same regardless of the amount of visibility of the 
product in the store?  Likewise, is the impact of additional shelf space the same regardless of the amount spent 
on advertising?  
 
The theory talks about Advertising Expenses, Shelf Space, and the possibility that the impact of one of these 
variables on our prediction of sales may depend of the value of the other one of these variables.  So we write the 
model statement as:   Sales = 0 + 1AdExp + 2ShelfSpc + 2AdShelf +   where AdShelf is the interaction 
between Advertising Expenses and Shelf Space. 
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We already have columns of data for Sales, AdExp, and ShelfSpc.  We need a column for AdShelf next to the 
two other independent variables.  Therefore, click in cell D1 and enter the variable name.  To create the data, 
click in cell D2 to enter the first value.  This is found by multiplying the value in B2 by the value in C2 (using 
the formula =B2*C2).  Once this is done, copy the formula down the column. 

 
 
Once this is done, you can access the Regression procedure in the Data Analysis Tools, select the data based on 
the information in your model statement and hit enter to obtain the output below. 

           
 
Be careful about interpreting the p values in the coefficient section.  Recall that we added the interaction term 
because we believed that we could not interpret the coefficients of the main effects in isolation.  The interaction 
term is allowing us to answer a question about moving from parallel lines to lines that are not parallel.  A low p 
value for this term would imply that there is sufficient evidence to keep the term in the model and allow for lines 
that are not parallel—something that looks reasonable in the plot shown below.  
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Case 2: Using the final grade scenario, consider the theory:  Does the impact (on the final grade) of missing 
class depend on how a student is performing in the class (as measured by the midterm grade)? 
 
This theory is similar to the previous one.  We will use a model statement that is set up the same way: 

Final = 0 + 1Midterm + 2Absences + 2MidAbs +  
 where MidAbs is the interaction term between Midterm grades and Absences. 
 
Like before, we will create a column with the interaction term, select the data in the Regression procedure, and 
obtain the output.  Each step is shown below. 




 

This time the interaction term has a high p value—indicating that we do not have sufficient evidence to include 
the variable in the model.  In order to write the regression equation, we would go back to the regression output 
that was generated to correspond to the model statement:  

Final = 0 + 1Midterm + 2Absences +  
 
 
Example 2 (Interaction present between a quantitative and a qualitative variable): 
Using the Weight Scenario, consider the following theory: 

o Knowing someone’s height and gender is useful; but to describe how a change in one characteristic 
relates to an expected change in weight depends on the other characteristic.  Said another way, the 
expected difference in weights of two people of the same height but different gender would depend on 
the height.  Or, to predict the expected weight gain for an individual as they get taller would depend on 
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whether you were predicting for a male or female.  Or yet another way to say this:  Males and females 
would not be expected to gain weight at the same rate as they get taller. 

 
This time we have one quantitative independent variable (height) and one qualitative independent variable 
(gender).  Since there are only two possible outcomes for gender, we only need one Dummy variable to 
represent gender.  As in the previous tutorial, we will define GenderF = 1 for Females and 0 for Males.  From 
here, we will proceed the same way that we did in Example 1 for this tutorial. 
 
We will write the model statement as:  Weight = 0 + 1Height + 2GenderF + 3HtGenderF +  where GenderF 
is the interaction between Height and Gender.  Then we will create the needed column of data, use the 
Regression procedure to obtain output, and look to see if the interaction term is needed.  The data and the output 
are shown below. 

       
 
According to the p value associated with the HtGenderF row, we do not have sufficient evidence to include the 
interaction term in the model.  If we were to plot the equations suggested by this output on a graph, we would 
see that the lines are almost parallel.  Relative to the variation around the lines, the visual evidence is consistent 
with the regression output.  Reverting back to the output from the model: Weight = 0 + 1Height + 2GenderF 
+  appears to be appropriate. 

 
 
Example 3 (Interaction between a quantitative and qualitative variable where there are more than two possible 
outcomes for the qualitative variable): 
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Using the Time to Relief Scenario to test if “the choice of most effective method of administration depends on 
the age of the patient” presents a new challenge.  In this case, the theory talks about a possible interaction 
between the Age of the individual and the Method of administration of the drug.  The complicating factor is that 
there are three ways that the drug can be administered which leads to the need to define two Dummy variables to 
represent “Method.”  In the tutorial on working with qualitative variable, remember that we defined the 
following: 
 Pill = 1 if the drug is administered in Pill form and 0 otherwise 
 Liq = 1 if the drug is administered in Liquid form and 0 otherwise 
 We did not need a variable for Shot since Pill = 0 and Liq = 0 would tell us that the method was “shot.” 
 
In our analysis, any question involving Method had to keep the Pill and Liq variables together.  To create the 
Age by Method interaction, we will multiply Age by each of the Dummy variables to create two new variables.  
Like the two variables for “Method,” the two new variables for the interaction between Age and Method will 
have to stay together—either both of these new variables will be in the model or both will be out of the model.   
 
The model will be:  Time = 0 + 1Age + 2Pill + 3Liq + 3AgePill + 4AgeLiq +   where AgePill and AgeLiq 
together represent the interaction between Age and Method.  From here, we create the two new columns.  The 
first entry in the AgePill column is created by multiplying the corresponding value for Age by the value for Pill 
(=F2*G2).  Likewise, the first entry in the AgeLiq column is created by multiplying the corresponding value for 
Age by the value for Liq (=F2*H2).  Once the first row of data are created, copy the formulas down the column.



Next, access the Regression procedure from the Data Analysis Tools, select the data as indicated in the model 
statement, and obtain the output as shown below. 

 

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This time we cannot simply read off the answer to whether interaction should be included in the model.  The p 
values in the rows for AgeLiq and AgePill do not take into account that these two variable must be treated as a 
pair.  Description of how to find the appropriate p value will be addressed in class. 
 
If we simplify the regression equation suggested by the output to find a line for each method of administration 
of the drug as a function of the age of the person, we can plot these lines on a graph. From this, we see that the 
lines do tend to follow the dots that correspond to the different methods and, clearly, the lines are not parallel to 
each other.  We should not be surprised when the calculations for a p value associated with the interaction terms 
is small—indicating a need to allow for lines that are not parallel! 
 

 
 
 


