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Multiple Linear Regression Excel 2010 Tutorial 
For use with more than one quantitative independent variable 

 
This tutorial combines information on how to obtain regression output for Multiple Linear Regression 
from Excel (when all of the variables are quantitative) and some aspects of understanding what the output 
is telling you.  Most interpretation of the output will be addressed in class.  This tutorial assumes that you 
have already been through the one for Simple Linear Regression.  
 
The scenarios for this (and all of the Excel Regression tutorials) are described in the Regression Scenarios 
Word file at:  http://faculty.ung.edu/kmelton/Documents/RegressionScenarios.docx. 
 
The Reg2 Excel file for this tutorial is located at http://faculty.ung.edu/kmelton/Data/Reg2.xlsx.  The 
Excel file for this tutorial contains data on three sheets accessed at the bottom left of the page. Each tab is 
related to one of the scenarios described in the Word document.  [Note:  The data used on the tab labeled 
“Final” is not the same data that was used for the last tab in Simple Linear Regression.] 
 
Obtaining Multiple Linear Regression Output 

 Start with your model statement (based on the theory to be tested).  This will identify the 
variables. 

o Rewrite the Multiple Linear Regression model statement (Y = 0 + 1X1 + 2X2 + 3X3 + 
… kXk +  +  using variable names from the problem (e.g., Sales = 0 + 1AdExp + 
1ShelfSpc + ) 

 Recognize the way Excel wants the data to be displayed in the spreadsheet 
o One column of data for each variable with the name of the variable in the first row 
o For Multiple Regression the order of the variables does matter; all of the independent 

variables (Xs) must be in consecutive columns, and having the dependent variable (Y) 
first is easier.  The order of the independent variables is not important—just that they are 
in consecutive columns.  The coefficient section of your output will have one row for the 
intercept and one row for each independent variable (in the order of the columns).  If you 
run the analysis twice with the only change being the order of the columns for the 
independent variable, the only change in the output will be the order of the rows in the 
coefficient section. 

 Enter (or confirm) data in the needed format 
 Use the Regression procedure in the Data Analysis Tools of Excel to obtain the output 

o Be careful, Excel asked you to identify Y first and then X (dragging over multiple 
columns so that you include all of the X variables) 

o Be sure to select your variable names along with the data and tell Excel that you have the 
labels 

o Do not select the other options in the Input section of the dialogue box 
o By selecting Output Range and a cell for the upper left corner of your output, you can 

have the output placed on the same page with your data. 
o All other choices below there are optional (and depend on what additional output that you 

want Excel to provide).  For the most part, we will not use output beyond the basic output 
for what we are covering in this course—so you can leave the boxes next to the other 
choices blank for multiple regression. 

 Clean up the output  
o Remove unnecessary parts of the output 
o If you are going to print the output, position the output so that all output from the same 

model statement prints together.  Do not split the first three sections across different 
pages (Summary Output, ANOVA, and Coefficients). 

 Move on to the hard part…understanding what the output tells you. 
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Example 1:  Using the predicting sales example, consider the analysis that would be needed to address 
the following theories/questions: 
 Should we use advertising expenses and the amount of visibility of the product in the store to estimate 

sales? [And, would this be better than our previous analysis where we only considered advertising 
expenditures to help estimate sales?] 
o When we increase the shelf space (without changing the money we put into advertising), can we 

estimate the impact of additional space on sales? 
o When we increase advertising expenses (without changing the amount of shelf space for the 

product), can we estimate the impact of additional advertising expenditures on sales? 
 
All of these theories can be evaluated with the same model statement:   
 Sales = 0 + 1AdExp + 2ShelfSpc + 
 
If we think about how this equation would look on a graph, we can visualize this in two dimensions by 
asking what happens when we how the value of one of the independent variables constant?  For example, 
if we were to keep the amount of shelf space the same (say 30 sq. ft) and only allow the amount spent on 
advertising to vary, 2ShelfSpc would be a constant; and we would have a straight line with slope 1 and 
intercept (0 + 2ShelfSpc).  If we looked at what would happen when we held shelf space constant at 
some other value (say 50 sq. ft.), the result would still be a line with slope 1, but the intercept would 
move.  This means the lines would be parallel to each other. 
 
To obtain estimates for the s in the model and to assess if there is sufficient evidence to generalize from 
our sample data to the larger population, we need to obtain the regression output.  The data are on the 
Sales tab (accessed at the lower left) of the Excel file.  We see that the data are already entered with one 
column for each variable, and the two independent variables are in consecutive columns.  The method to 
obtain output for this model is very similar to the method we used in Simple Linear Regression.  We use 
the same regression procedure in the Data Analysis Tools.  Like before, we use the model statement to 
help us fill in the dialogue box.  Since Sales is our Y variable, we drag over the data for Sales (including 
the variable name) to fill in the first box.  Now we have two X variables.  Therefore, we drag over the 
data and variable names for both variables (AdExp and ShelfSpc) to identify the X data.  Be sure to select 
the Labels box indicating that you did select the variable names.  The illustration below shows the upper 
left corner of the output being placed in cell L1 and the residuals and residual plots being requested.   

 
 
Once you click OK and clean up the output, you get the following output.  Note that this time you have 
three rows in the coefficient section.  In addition, there are two residual plots—one for each independent 
variable.  Also note that the Significance F value in the ANOVA table no longer matches any of the p 
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values in the coefficient section.  [I guess you could say that we have moved to the Double Jeopardy 
round of answers and questions!]  Since the objective of this tutorial is learning how to obtain output, the 
interpretation of the output will be addressed in class.  

 
 

  
 
 
Other Examples: 
Example 2:  Predicting demand for electricity [“Power” Worksheet accessed at the lower left of the same 
file.]  In the Simple Linear Regression tutorial we looked at using the forecasted high temperature (Temp) 
for the day as a predictor of the demand (Load) for electricity.  The residuals from this situation showed a 
clear pattern—one that suggested that the relationship may not follow a straight line.  There are many 
ways to introduce a curve into the equation; but one of the simplest is to include a quadratic term (X2 
term).  Therefore, we will consider the following model:  Load = 0 + 1Temp + 2Temp2 + . 
 
To get output for this model, we will need a column of data for each of the variables (Load, Temp, and 
Temp2), we will need to create data for the Temp2 term, and the Temp and Temp2 data will need to be in 
consecutive columns.  As you can see in the following screen image, the Temp data were moved to 
column C and a Temp(sq) variable has been entered in column D.  To create the Temp(sq) term, click on 
cell D2 and enter either one of the following formulas;   =C2^2 [this one raises the value in cell C2 to the 
2nd power] or =C2*C2 [this one multiples the value in C2 by itself].  Then copy/fill the rest of the column 
with the formula.  Once this is done, you are ready to generate the Excel output.  As usual, the model 
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statement tells you the data to select (Load for the Y values and both Temp and Temp(sq) for the X 
values).  The output is shown below. 

   
 

 
 

   
 
Example 3:  Predicting weight using height and change in someone’s pocket [“Weight” Worksheet 
accessed at the lower left of the same file.] This example is a little “far-fetched,” but allows us to see how 
the regression output signals us that a theory may not be quite right.  This example starts off like our first 
example in this tutorial and considers whether both variables are helping us predict the dependent 
variable.  The model statement is set up in the same format as in our first example:   
 Weight = 0 + 1Height + 2Change +  
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As you can see from the illustration below, the data have been moved to columns G, H, and I—with the 
Weight data (the Y variable) in G and the two X variables (Height and Change) in the next two columns.   

    
 

Selecting this data in the dialogue box and putting the output in L1 provides the results shown below.

 
 

   
When we look at the standard regression output and focus on the Significance F and the p values in the 
coefficient section, we see that the p value in the “Change” row is higher than we would expect.  This 
leads us to the need to understand what this might be telling us!  Good discussion for class! 


